
1. Research showing very clearly that words and images with negative connotations drive
engagement online, including and especially on social media, is too widespread to have
escaped the notice of content creators. Engagement is the precursor of financial success (for
the most part) for content creators as well as platforms, with the latter funnelling in the
rewards on a massive, international scale.

A piece of content with negative words/images/emoji is more valuable in monetary terms to
content creators as well as platforms. Why would they forgo the financial rewards in the
absence of appropriately designed rules/regulation?

https://www.washingtonpost.com/technology/2021/10/26/facebook-angry-emoji-
algorithm/

https://www.washingtonpost.com/technology/2021/10/26/facebook-angry-emoji-algorithm/
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Platforms cannot in 2022 be described as passive and neutral conduits of content – there are too 
many developments in recent memory that contradict this contention. Examples: Facebook research 
on how negative emotion drives engagement (controversial study that failed to inform users); the 
tailoring of search results by Google based on past user behaviour, location, etc. (More: 
https://thenextweb.com/news/google-reportedly-personalizes-search-results-even-when-youre-in-
incognito-mode)  

 
2. There is an argument put forth by many in this debate that social media platforms deal with 

real time volumes of posts, comments, and other pieces of content that are too large for 
there to be a reasonable expectation that they would ‘know’ what is being shared on their 
platforms, and so they may be unable to act on any defamatory content within a reasonable 
timeframe. However, it needs to be more widely known that the basis of this argument is 
being rapidly eroded by stunning advances in artificial intelligence (AI).  
 
https://www.datanami.com/2022/04/22/googles-massive-new-language-model-can-
explain-jokes/ 

 

 

LAMDA (Google AI): 

https://cajundiscordian.medium.com/is-lamda-sentient-an-interview-ea64d916d917 

https://www.nytimes.com/2022/08/24/technology/ai-technology-progress.html 
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Scaling up (an LLM for real-time content monitoring) for a global corporation like Google, for 
example, is simply a matter of setting up another big warehouse-sized installation of computers – 
something for which they have more than sufficient resources. And they may actually be already 
deploying it in this way – we don’t really know, because they keep their algorithms shut in a ‘black 
box.’  

https://www.theepochtimes.com/is-googles-ai-chatbot-really-sentient-sundar-pichai-says-the-truth-
is_4716298.html 

https://en.wikipedia.org/wiki/Google_data_centers
https://www.nytimes.com/2022/04/26/technology/google-alphabet-earnings-profit.html
https://www.theepochtimes.com/is-googles-ai-chatbot-really-sentient-sundar-pichai-says-the-truth-is_4716298.html
https://www.theepochtimes.com/is-googles-ai-chatbot-really-sentient-sundar-pichai-says-the-truth-is_4716298.html


 

 

(Powerful LLMs that are Open Source exist – the most powerful currently may be one from China 
that is published on GitHub. So, these are now available for virtually any significant platform to 
deploy.) 

 

Social media or search engine algorithms are not transparent to the rest of the world. This 
prevents any legitimate analysis of whether these algorithms are neutral. Because there exists 
significant evidence of the technologies – of unprecedented and increasingly stunning power (see AI 
links above) – that these giant companies have developed and are developing, it should be taken as 
a given that these technologies are being deployed within their ‘black box’ algorithms to manipulate 
the flows of content (visibility, targeting, etc.) to their financial benefit. 
https://www.cigionline.org/articles/algorithmic-transparency-should-be-considered-part-of-
national-security/  

https://www.ft.com/content/39d69f80-5266-4e22-965f-efbc19d2e776 

https://mitsloan.mit.edu/ideas-made-to-matter/mit-social-media-summit-5-trends-experts-are-
watching 
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